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ABSTRACT Embodied conversational agents (ECAs) that can interact with users in a human-like manner
have demonstrated promising potential in various endeavors. With the ongoing advancement in extended
reality (XR) and artificial intelligence (AI), ECAs are becoming increasingly sophisticated. Although
previous reviews have predominantly focused on ECAs for non-XR applications, a growing number of
research papers are exploring the capabilities of ECAs that utilize XR technologies. However, no prior
systematic review has focused explicitly on XR ECAs, leading to a gap in understanding how ECAs
are designed, implemented, and evaluated within immersive environments. Our work identified the gap
between the existing reviews and the current trends in XR ECAs. We began with 1,717 related papers from
January 2014 to June 2024.We narrowed down the selection to 23 papers using the Preferred Reporting Items
for Systematic Reviews and Meta-Analyses (PRISMA) framework, which employed an iterative screening
procedure and criteria defined by our research team. The resulting papers were analyzed and discussed in
terms of the features of the ECA application, its design and implementation, and use cases. Our analysis
highlights key trends in XR ECA design, including the dominance of VR-based implementations using head-
mounted displays, the prevalence of human-like and female-presenting agents, the move from rule-based to
neural-based conversational systems, and the primary use cases in training, therapy, and social interaction.
We also summarize the evaluation methods employed across studies and discuss future research directions
for developing more adaptive and human-like ECAs in XR environments.

INDEX TERMS Embodied conversational agents, extended reality, conversational interaction, use cases,
evaluation methods.

I. INTRODUCTION
Conversational agents (CAs) are utilized in numerous
applications throughout our daily lives. CAs often refer
to text- or speech-based dialogue systems responding
to users’ natural language [1]. Moving beyond CAs to
embodied conversational agents (ECAs), the significance
of agent embodiment has influenced how humans perceive
dialogue-based computer agents. Cassell [2] described ECAs
as computer agents that converse in a manner similar to
real humans and can produce both verbal and nonverbal
communications. In 1996, Reeves and Nass [3] demonstrated
that humans are polite to computers and treat them as
social entities, even when they lack human-like appearances.
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Nowadays, with the advances in artificial intelligence (AI)
and computer graphics, we can design digital applications
with anthropomorphized interfaces, opening up more aspects
to investigate within the realm of human-computer interac-
tion. Apart from ECAs, other terms like virtual humans [4],
intelligent virtual agents (IVAs), and socially interactive
agents (SIAs) [5] emphasize digital characters with human
modalities such as facial expressions, gestures, emotions, and
social behaviors, are also widely adopted in the research field.

In recent years, the convergence of extended reality
(XR) technologies and ECAs has paved the way for
more immersive and interactive experiences that could
transform how users engage with conversational agents in
digital environments. However, previous reviews on ECAs
primarily focused on adoptions in conventional applications,
including smartphones, laptops, desktops, or other electronic
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devices without virtual reality (VR), augmented reality
(AR), or mixed reality (MR) functionalities [6], [7], [8].
As XR technologies become increasingly prevalent and
transformative across various fields, we argue that it is time
to comprehensively review XR ECAs.

To address the existing research gap, our review encom-
passes aspects such as current technologies, application
features, attributes, use cases, and evaluation methods of XR
ECAs. By providing a comprehensive review of the current
state of XR ECAs, we can gain a deeper understanding of
the advancements in technology and their future progression.
We do so by answering the following research questions:

• RQ1: What are the XR technologies and devices used
for ECAs?

• RQ2:What are the XRECA application features regard-
ing dialogue structures, conversational styles, back-
end integrations, software platforms, and input/output
modalities?

• RQ3: What are the XR ECA attributes regarding
appearance, gender, representation, scale, mobility, and
expressions?

• RQ4:What are the use cases for XR ECA applications?
• RQ5: What are the measurements, ratings, and qualita-
tive methods researchers have used to evaluate XR ECA
applications?

We conducted a systematic review following the Preferred
Reporting Items for Systematic Reviews and Meta-Analyses
(PRISMA) framework [9]. The scope encompassed eight
digital libraries—IEEE Xplore, ACM, ScienceDirect, Web
of Science, SpringerLink, Wiley, JSTOR, and Taylor &
Francis—and covered publications from 01/2014 to 06/2024.
We categorized the filtered publications into relevant themes
and topics to systematically and effectively analyze the results
and answer the research questions.

The structure of this paper is as follows. We listed related
work in Section II. We detailed our PRISMA systematic
review procedures and screening criteria in Section III.
We presented the resulting papers and categorizations in
Section IV.We discussed our review results and answered our
research questions in Section V. We mentioned the study’s
limitations in Section VI. Finally, we concluded our work and
suggested future directions in Section VII.

II. RELATED WORK
A. BACKGROUND
At the beginning of 2000, Cassell et al. [10] provided one of
the earliest comprehensive overviews of ECAs. They covered
the fundamental elements of ECAs, such as interaction
modalities, system designs, and applications. They defined
ECAs as being able to recognize and generate verbal
and nonverbal cues, perform turn-taking conversational
interaction, signal discourse state indicators, and contribute
propositions to the conversation [11]. Magnenat-Thalmann
and Thalmann [12] investigated the history and evolution
of virtual human technology. They examined the creation,
application, and implications of digital human models in

various fields, including medicine, education, commerce, and
gaming. Their work explored technical advancements and
forecasted future trends in the field of virtual human research.
Ruttkay et al. [13] proposed a conceptual framework (see
Figure 1) of ECA design aspects featuring three main
categories: embodiment, mental capacities, and application
interfaces. Embodiment is the visual appearance of the agent,
output modalities, hand and body animation, and facial
expressions. Mental capacities encompass the agent’s social
role, defined personality, emotional states, user model (e.g.,
adaptation to users and input modalities), and discourse capa-
bilities, which often relate to the agent’s system framework,
such as the dialogue system or natural language processor
and generator. The application interface encompasses the
selection of display equipment, data transfer models, and
agents’ background knowledge processing, which also relates
to the purpose of the ECA, whether it is for education,
entertainment, companionship, or other use cases.

FIGURE 1. The conceptual framework for ECA design aspects as proposed
by Ruttkay et al. [13].

As the mental capacities of ECA significantly impact
user experience, past research has also shown interest in
evaluating the connections between character animations,
facial expressions, body postures, or gestures and human
perceptions of agents’ personalities [14], [15], [16]. Reviews
that map agent personality and emotions to system usability
and effectiveness also merit attention. Nijholt’s [17] state-of-
the-art report discussed humor modeling in ECA interaction
protocols. Nijholt stated the benefit of incorporating humor
into agents’ responses, suggesting that humorous traits can
make ECAs more relatable and compelling as social partners.
Beale’s and Creed’s [18] structured review on the impact
of agents’ emotions on users’ attitudes and perceptions
provides researchers and developers with consolidated design
guidelines for building ECAs in different endeavors. For
example, in the games and entertainment domain, it was
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FIGURE 2. The five identified waves of CA evolutions as identified by Schobel et al. [8].

found that agents showing empathy through conversations
can help reduce users’ frustration and improve gameplay.

Past research has explored the multimodal interactions
of ECAs [19], [20], [21], making conversational style and
input/output modalities often the focus of review studies.
André and Pelachaud [22] emphasized the importance
of ECA design methodologies based on human dialogue
observations. They distinguished conversational styles into
TV-style, face-to-face, role-plays, and multi-party dialogue.
TV-style refers to ECA applications where users watch as
the agent speaks, which contradicts Cassell et al.’s [11]
definition of ECA as having the ability to perform turn-
taking human-agent conversational interaction. Role plays
conversational style derived from TV commercials, where
one salesman played the role of a buyer and interacted with
another salesman, enabling viewers to easily get situated
in the content by observing their interactions. We also find
such an approach in games or social simulations, where
multiple virtual agents were created to enhance human-
agent interaction. Similar to TV-style, role-play dialogue does
not require user input. Van Pinxteren et al. [6] reviewed
previous studies to identify key attributes contributing to the
human likeliness of CAs and proposed a research agenda
for further exploration in this area. The authors identified
two main classifications: modality and footing. Modality
includes verbal behaviors, nonverbal behaviors, and appear-
ance characteristics. Footing refers to the communication
behaviors that enable agents to bond with users, including:
human similarity, mimicking humans in general; individual

similarity, mimicking individual users; and responsiveness,
being sensitive and supportive to users’ needs and others.
Yousefi et al.’s [23] systematic review highlighted the
potential of XR virtual characters in fostering prosocial
behaviors through richer social cues. Their work identified
past studies that focused on human-agent social interactions,
such as perspective-taking, prosocial decision-making, and
helping behaviors, providing insights into the state-of-the-
art design of XR virtual characters’ prosocial interaction
attributes.

B. ECA SYSTEMS, EVALUATIONS, AND USE CASES
Another essential area to look at is the technological
implementations. From traditional rule-based agents [24] and
pattern recognition and markup language systems [25] to
voice recognition and synthesis [26], ECAs have undergone
continuous improvement in every aspect. Schobel et al. [8]
observed that advancements in AI, machine learning (ML),
natural language processing (NLP), generative AI (GAI),
and large language models (LLMs) contribute to the
development of chatbots, conversational agents, and other
dialogue systems. They identified five waves of CA research,
spanning past, present, and future evolution, including
the zero-hour wave, the explore wave, the kick-off wave,
the hype wave, and the AI wave (see Figure 2). Their
work emphasized the progress in ML and AI technologies,
highlighting technological tools such as OpenAI GPT1 and

1https://openai.com/chatgpt/
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BLOOM natural language understanding (NLU),2 enabling
more sophisticated dialogue systems capable of handling
complex human-like conversations [8]. They also explored
and documented the trend of keywords in CA publications,
finding that ‘‘embodied conversational agent,’’ ‘‘virtual
agent,’’ ‘‘affective computing,’’ and ‘‘emotion’’ showed a
steady increase, with the most relevant research emphasizing
trust, anthropomorphism, agent personality, and emotion
expression. The data implied a trend of making CA more
human-like to enhance interpersonal interaction.

As human-agent interactions are often complex and
dynamic, depending on the various purposes and affordances
of the system, developing a standardized evaluation model
for all ECA applications poses a challenge. Weiss et al. [7]
presented several assessment instruments and methods for
evaluating multimodal ECAs, such as heuristic, model-
based, experimental, and interaction parameter evaluation.
Interaction parameter evaluation encompasses a wide range
of log data in ECA research. For example, in turn-taking
interactions, parameters can be outlined in a time-related
manner (see Figure 3), comprising user response delay
and action duration, as well as system response delay
and action duration. Loveys et al.’s [27] systematic review
highlighted past research with design features on ECA
behavior, appearance, and language to strengthen the
human-agent relationship and increase system effectiveness
and user engagement. Several contributions were made to
evaluating and understanding users’ perceptions, allowing for
adjustments to ECA characteristics accordingly.

Past reviews on ECAs that featured a specific endeavor
were often found in the healthcare category. Provoost et al.’s
[28] work evaluated ECA for clinical psychology in mood,
anxiety, psychotic, autism spectrum, and substance use
disorders. Ter Stal et al. [29] investigated ECAs in support of
eHealth systems that lessen the burden on healthcare sectors.
Kramer et al. [30] examined the relationship between ECA
characteristics and their effectiveness in lifestyle coaching
platforms. Reviews in the education domain were also
conducted, with Khosrawi-Rad et al. [31] and Hobert and
Meyer von Wolff [32] examining pedagogical conversational
agents. Landim et al. [33] overlooked the development of CAs
in e-commerce and analyzed existing CAs in computational
classifications, including neural and rule-based approaches.

C. OUR CONTRIBUTIONS
Regarding virtual agents in XR, previous contributions
focused on reviews of virtual humans, intelligent virtual
agents, and embodied virtual agents, rather than XR ECAs.
Hirzle et al.’s [34] review of AI usage in XR provided an
overview of the varied interactions and functionalities that
integrate AI technologies, including the creation of virtual
agents and interactions with intelligent virtual assistants.
Norouzi et al.’s [35] review on embodied agents in AR
head-mounted display environments classified past research

2https://bigscience.huggingface.co/

on several key dimensions, including agent embodiments,
interaction technologies, application areas, and technological
frameworks.

Despite the abundance of literature reviews on ECAs and
the growing amount of research papers on virtual agents
within XR environments, a notable gap remains at the
intersection of these two fields. Based on our research, we did
not find any comprehensive reviews that specifically explore
ECAs within XR settings. Thus, bridging this gap could
significantly advance our understanding of human-agent
conversational interaction in immersive environments. Our
systematic review was built on prior research and contributed
as follows:

• provided an overview of immersive technologies and
devices used for XR ECAs (RQ1);

• analyzed dialogue structures, conversational styles,
backend integrations, software platforms, and input/
output modalities in XR ECAs (RQ2);

• examined key attributes of XR ECAs, including
appearance, gender, representation, scale, mobility, and
expressions (RQ3);

• identified use cases of XR ECAs (RQ4); and
• reviewed user studies and evaluation methods for
assessing XR ECAs (RQ5).

III. METHODOLOGY
A. OVERVIEW
We employed a structured literature review (see Figure 4)
guided by the PRISMA framework [9] to investigate the
intersection of ECAs and XR-based applications. The pri-
mary objective is to explore and capture existing publications
in the field that meet our requirements. We included eight
databases in our research: IEEE Xplore,3 ACM Digital
Library,4 ScienceDirect,5 Web of Science,6 SpringerLink,7

Wiley,8 JSTOR,9 and Taylor & Francis.10 We retrieved 1,717
publications from these databases using our designed query
and narrowed them down to 23 publications after screening.
We then analyzed and answered our research questions with
the remaining 23 papers. Detailed screening criteria and
methods are documented in the following subsections.

B. IDENTIFICATION AND SEARCH STRATEGY
We collected publications within the past decade, from 2014
to 2024. The specific time range is from January 1st,
2014, to June 6th, 2024. We excluded book chapters,
encyclopedia articles, and non-scholarly papers and included
peer-reviewed publications, such as journal articles and
conference papers, to increase credibility. We also excluded

3https://IEEE Xplore.ieee.org/
4https://dl.acm.org/
5https://www.sciencedirect.com/
6https://www.webofscience.com/wos/
7https://link.springer.com/
8https://www.wiley.com/
9https://www.jstor.org/
10https://taylorandfrancis.com/
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FIGURE 3. Time-related interaction parameters in a complete conversation exchange between the user and the system/agent as identified by
Weiss et al. [7].

FIGURE 4. Our systematic review follows the PRISMA guidelines. This
diagram demonstrates our identification, screening procedures, and final
inclusion.

papers published in languages other than English to ensure
consistency in analysis and avoid potential translation
accuracy challenges. We defined keywords that best aligned
with our review targets and objectives. Due to the search
term and the number of Boolean operator restrictions in IEEE
Xplore and ScienceDirect, we have set our search query to be
applied consistently across all eight databases. We confined
the search keyword as follows:

(‘‘conversation’’ OR ‘‘talk’’ OR ‘‘speech’’) AND
(‘‘virtual human’’ OR ‘‘virtual agent’’ OR ‘‘virtual
avatar’’) AND (‘‘natural language’’ OR ‘‘dialog*
system’’) AND (‘‘reality’’)

We exported the search results from the database website
to BibTex or CSV format. Afterward, we employed
Mendeley,11 a reference management software, to eliminate
duplicate publications and those lacking author details in
consideration of research reliability and traceability. In total,
181 records were eliminated in this stage, leaving 1,536
publications for further screening.

C. INCLUSION AND EXCLUSION CRITERIA
Our screening procedure consisted of three main steps.
First, in the metadata screening, we utilized Crossref12 and
Scopus APIs13 to filter and exclude records based on our
criteria. Second, during the title and abstract screening,
we excluded unrelated publications based on their titles and
abstracts. Third, during the full-text screening, we excluded
publications after reading the full text of each paper. In the
following sections, we detail the inclusion and exclusion
criteria applied at each step.

1) METADATA SCREENING
a: PUBLICATION LENGTH
Although shorter papers may present modern technology
improvements and demonstrations, they typically lack suf-
ficient detail in user studies and result analyses. We set a
threshold of five pages, whichmeans that publications shorter
than five pages were excluded.

b: DOCUMENT TYPE
We excluded surveys, reviews, and position papers as
we aimed to focus on original research with technical
development, user studies, and experimental results.

c: ACCESSIBILITY
We excluded records that could not be accessed due to
paywalls, broken links, or missing files. We accessed all
retrieved records through the Purdue University Libraries.14

11https://www.mendeley.com/
12https://www.crossref.org/documentation/retrieve-metadata/
13https://dev.elsevier.com/tecdoc_attribution_scopus.html
14https://lib.purdue.edu/
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TABLE 1. The defined relevant keywords in our scoring system.

d: RELEVANCE SCORING
We formulated a keyword relevance scoring system that
screens all metadata records. The scoring system comprised
several aspects: conversation interaction, embodied agent,
XR, and publication series type (see Table 1). As long as a
defined keyword was identified in the metadata, a point was
added to the total score of that entry. Records scoring below a
threshold of five (< 5) were excluded, as these scores suggest
lower relevance to the predefined search terms, indicating
that the content might not be sufficiently focused on the key
aspects of our topic.

e: ARTICLE CITATION RATE
We followed a similar approach from a prior systematic
review [36] and measured the article citation rate (ACR). The
ACR (see Equation 1) indirectly measures the study’s impact
and recognition in the field, as suggested by Hutchins [37].
The ACR was computed as:

ACR =
numbers of cumulative citations
(current year − publication year)

. (1)

We used the Abstract Citations Count API15 by Scopus
to retrieve citation number information from the Scopus
database. Considering that we conducted this study in
June 2024, the current year variable was set to 2024.5,
ensuring that publications in 2024 were also valid in the
equation. Records with an ACR of less than 1.5 were
excluded.

2) TITLE AND ABSTRACT SCREENING
Two of our research members performed this step. Both
researchers read the titles and abstracts of 457 papers and
decided whether to include or exclude each paper. If any dis-
agreements arose, they resolved them through discussion or
by consulting a third research member to reach a consensus.
The screening exclusion criteria were the following:

• no XR technologies were involved;
• no conversational agent representation;

15https://dev.elsevier.com/cited_by_scopus.html

• no original implementation;
• no user study or preliminary study; and
• does not meet all prior metadata screening criteria.

3) FULL-TEXT SCREENING
The final full-text screening procedure narrowed the targeted
publications from 64 to 23 papers. This step followed the
exclusion criteria below:

• no human-agent interaction; and
• no turn-taking conversational interaction.

IV. RESULTS
In this section, we break down the 23 resulting papers from
our PRISMA framework. Among the 23 papers, 13 were
retrieved from SpringerLink (56.52%), six fromACMDigital
Library (26.09%), two from ScienceDirect (8.70%), one
from Web of Science (4.35%), and one from Taylor &
Francis (4.35%) (see Figure 5). Four were published in 2024,
three were published in 2019, 2020, and 2023, two were
published in 2015, 2016, 2021, and 2022, and one in 2017 and
2018 (see Figure 6 for publication year trend). Among
them, thirteen were journal articles (56.52%), and ten were
conference papers (43.48%). We also collected information
on the country in which the research was conducted based
on the affiliations of the first authors. Among all selected
papers, four were from the United States (17.39%), four

FIGURE 5. The number of papers and percentages of the contribution of
each scientific database.

FIGURE 6. The number of publications trend per year in the included
papers.
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TABLE 2. The list of papers we included in our systematic review.

from Spain (17.39%), three from France (13.04%), three
from China (13.04%), two from The Netherlands (8.70%),
and the remaining were from the United Kingdom, United
Arab Emirates, Germany, Portugal, Norway, Japan, and
New Zealand (4.35%).

A. XR TECHNOLOGIES AND DEVICES
We identified the XR technologies and system devices
adopted in the selected papers. XR technologies consisted of
VR, AR, and MR. Within the 23 papers, system devices were
classified into four categories: VR head-mounted displays
(HMDs), cave automatic virtual environment (CAVE) sys-
tems, augmented reality (AR) smartphones, andmixed reality
(MR) HMDs. Please see the results in Table 3. Moreover,
Figure 7 illustrates the distribution of VR, AR, and MR
applications by year and Figure 8 shows the distribution of
each category.

B. APPLICATION FEATURES
We reported various features of XR ECA applications. These
included dialogue structure, conversational style, backend
integration, software platforms, and input/output modalities.

FIGURE 7. The distribution of XR technologies in the selected papers.

The dialogue structure encompassed several key features,
including being task-oriented, semi-guided, and open-ended.
The task-oriented dialogue facilitates goal-directed inter-
actions, whereas open-ended structures provide users with
dynamic exchanges with greater flexibility and agency. The
conversational style was classified into two categories: one-
on-one dialogue (face-to-face dialogue as defined by André
and Pelachaud [22]) and multi-party dialogue. Following
previous work [33], we classified backend integration into
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TABLE 3. The list of XR technologies and devices used for our resulting
papers (sorted by the publication years).

FIGURE 8. The distribution of device categories in the selected papers.

rule-based and neural-based. We listed out the software
platforms utilized in each paper. Input/output modalities refer
to the interaction methods between human subjects and XR
ECA systems. Input modalities included voice, eye gaze,
head movement, controller, touch, or mouse input. Output
modalities spanned across pre-recorded or synthesized voice,
visual output, or body movement. We documented each
paper’s input and output modalities based on the provided
system descriptions. Please refer to Table 4 for a detailed
description of the application features.

1) DIALOGUE STRUCTURE
Most reviewed studies employed task-oriented dialogue
structures (17 papers, 73.91%). A task-oriented structure
can vary in flexibility; for example, some task-oriented
systems still allow for open-ended dialogues (three papers,
13.04%) [52], [56], [60]. In contrast, a smaller subset

of studies (two papers, 8.70%) implemented supportive
or therapeutic dialogue structures, focusing on empathy
and emotional validation, particularly in mental health
applications. Although often task-oriented, these structures
incorporated elements of emotional support and flexibility
to better suit users’ needs. This demonstrates that dialogue
structures are not strictly dichotomous, as task-oriented and
open-ended characteristics can coexist depending on the
interaction’s design and objectives.

2) CONVERSATIONAL STYLE
The conversational style reflected how people communicated
with XR ECAs. Specifically, we examined the number
of participants in the conversational setting and identified
two distinct conversational styles: one-on-one and multi-
party. In the multi-party conversation scenario, participants
were immersed in the virtual space with multiple virtual
agents present simultaneously. Most conversational styles
(see Figure 9) are one-on-one (19 papers, 82.61%), only three
papers employed amulti-party conversational style (13.04%),
and one paper (4.35%) employed both. Although researchers
did not actively research the multi-party conversational style,
they maintained a steady interest in it.

FIGURE 9. The distribution of the conversational style in the selected
papers.

3) BACKEND INTEGRATION
The backend integration evolved from rule-based systems
to more sophisticated neural-based models. Most reviewed
studies (18 papers, 78.26%) utilized rule-based architectures,
relying on pre-programmed scripts for predictable and con-
trolled interactions. These systems were popular in contexts
where consistency and structured guidance were necessary.
However, we observed a significant shift in 2023 and
2024 with approximately 21.74% of the studies (five papers)
adopting neural-based systems capable of generating con-
textually relevant and adaptive responses. This progression
represented an enhancement of the XR ECA system’s
capabilities, emphasizing a more natural and human-like
interaction. The transition toward neural-based frameworks
also indicated a focus on refining user experiences through
ECAs’ real-time, dynamic, and adaptive communication (see
Figure 10).
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FIGURE 10. The distribution of backend integration in the selected
papers.

4) SOFTWARE PLATFORM
The reviewed studies utilized a range of software platforms,
with a notable dominance of game engines, such as Unity
and Unreal Engine. Most studies (15 papers, 65.22%)
employed Unity, utilizing its capabilities to build interactive
extended reality applications. Zhang et al. [57] utilizedUnreal
Engine due to its advanced graphics capabilities. Meanwhile,
a smaller subset of studies featured custom-developed
solutions implemented to meet specialized interaction needs.
For instance, Ochs et al. [45] and Ochs et al. [43] developed
a 3D video playback player to support synchronized ver-
bal and non-verbal cues in task-based interactions, seam-
lessly integrating it with a Unity-based system. Similarly,
Nguyen et al. [49] introduced the VRASP, a platform that
utilizes answer set programming (ASP) solvers and Web
Speech API16 for natural language processing to facilitate
voice-based interactions.

The Memphis system developed by Hartanto et al. [40]
stands out for its focus on VR-based social anxiety
therapy, utilizing keyword recognition and speech detection
for automated interactions. Another unique approach was
observed by Saad et al. [41], who implemented the
SitePal API17 for multimodal interaction, combining voice
recognition with pre-scripted responses. In contrast, some
studies, such as Llanes-Jurado et al. [60], did not specify
a particular software platform, while others, such as
Pan et al. [38], employed the Platform Independent API for
Virtual Characters (PIAVCA).18 Spiegel et al. [59] processed
conversations through a HIPAA-compliant server using
OpenAI API,19 GPT-4 model, for secure and adaptive
therapeutic interactions.

5) INPUT/OUTPUT MODALITY
Voice-based input emerged as the dominant modality,
having been implemented in 82.61% of the reviewed
studies (19 papers), indicating its intuitive nature for

16https://developer.mozilla.org/en-US/docs/Web/API/Web_Speech_API
17http://www.sitepal.com/
18https://github.com/marcogillies/Piavca
19https://openai.com/api/

seamless user interaction with the ECAs. This approach
enhanced immersive dialogue experiences. A small portion
of the studies (four papers, 17.39%) incorporated gaze
tracking and movement-based inputs, thereby enriching
the interaction with non-verbal communication. These
inputs were particularly valuable in scenarios that required
physical engagement or the incorporation of non-verbal cues.
Specifically, 8.70%of the studies (two papers) explored touch
and head movements as alternative modalities, indicating
a trend toward creating multimodal virtual environments.
The increasing use of diverse input methods suggested
a growing emphasis on enhancing the interactive quality
of ECAs.

The output modalities of the reviewed studies were
diverse, with text-to-speech technology leading the way in
65.22% of cases (15 papers). This technology was crucial
in delivering clear and lifelike responses, enhancing the
believability of ECAs. Slightly over half of the reviewed
studies (15 papers, 65.22%) included body movements and
gestures, significantly contributing to more engaging and
human-like interactions. Combining these output modalities
addressed the importance of multi-sensory engagement,
elevating user experience and the authenticity of human-agent
interactions.

C. ATTRIBUTES OF ECAS
Researchers designed ECAs with various attributes based
on the requirements of their XR applications. Therefore,
we identified seven key attributes of XR ECAs: appear-
ance, gender, representation, scale, mobility, and expres-
sions. We categorized appearance into human (22 papers,
95.65%) and robotic forms (one paper, 4.35%). For human
appearances (see Figure 11), we examined the gender of
the ECAs and found three variations: male (three papers,
13.04%), female (12 papers, 52.17%), and male and female
combination (seven papers, 30.43%). Representation referred
to the format of the virtual character, including full-body
(21 papers, 91.30%) and upper-body only (one paper, 4.35%),
while scale indicated the character’s size, composed of life-
size (20 papers, 86.96%) and miniature (two papers, 8.70%).
A life-sized agent appears at a scale comparable to an
average human, whereas a miniature agent is significantly
smaller than the human scale [61]. We determined whether
the ECA is life-sized or miniature based on the figures
provided in the papers. Mobility (see Figure 12) addressed
whether ECAs were stationary (16 papers, 69.57%) or mobile
(four papers, 17.39%). Lastly, expressions encompassed
various non-verbal behaviors, including gestures (ten papers,
43.48%), lip-sync (nine papers, 39.13%), facial expressions
(seven papers, 30.43%), eye gazes (seven papers, 30.43%),
head orientation (two papers, 8.70%), and spatial orientation
(one paper, 4.35%).We presented the findings related to these
attributes in Table 5. Note that we used ‘‘NS’’ to indicate that
a paper did not specify that information.
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TABLE 4. List of XR ECA application features of our resulting papers. NS denotes ‘‘not specified.’’
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TABLE 5. The list of attributes of XR ECAs of our resulting papers. NS denotes ‘‘not specified.’’

FIGURE 11. The appearance attribute distributions of ECAs in the
examined papers.

D. USE CASES CATEGORIZATION
We categorized the papers according to their implemen-
tation use cases into seven main categories, including
training/education (eight papers, 34.78%), social conversing
(four papers, 17.39%), therapy/counseling (four papers,
17.39%), information retrieval/assistant (three papers,
13.04%), museum tour guide (two papers, 8.70%), and

FIGURE 12. The mobility attribute distributions of ECAs in the examined
papers.

shopping/customer service (two papers, 8.70%). The
training/education category encompasses papers exploring
ECAs developed to improve skill acquisition, enhance
learning experiences, or support instructors in immersive
classroom settings or training environments. The social
converse category covered research simulating or examining
social interactions, daily dialogue, and communication using
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XR ECAs. The therapy/counseling category included papers
that showcase the adoption of XR ECAs in therapeutic,
psychological, or psychiatric treatments, contributing to
clinical settings. The information retrieval/assistant category
provided papers that utilize ECAs as informational assistants
in XR, focusing on helping users obtain information and
efficiently cater to personalized tasks, such as weather
forecasting or meeting scheduling. The museum/tour guide
category contained research where ECAs were implemented
as interactive agents guiding users through the immersive
exhibitions and providing contextualized conversations
related to the exhibit artifacts. The shopping/customer service
category explored XR applications where ECAs assist with
commercial activities such as VR shopping or addressing
customer complaints. Figure 13 illustrates the distribution of
use cases for the examined papers. We also summarized our
results in Table 6.

FIGURE 13. The distribution of selected papers based on embodied
conversational agent use cases.

E. MEASUREMENTS, RATINGS, AND QUALITATIVE
METHODS
It is essential to identify the instruments researchers use to
collect data to assess the impact of XR ECAs. Therefore,
we compiled a list of papers that employed both quan-
titative and qualitative methods. The quantitative methods
consisted of questionnaires and measurements, focusing
on the variables used in the questionnaires. Specifically,
we classified these variables into four categories: system
evaluation (seven papers, 30.43%), perception of XR ECAs
(eight papers, 34.78%), user experience (18 papers, 78.26%),
and psychological assessment (five papers, 21.74%). Regard-
ing measurements, we identified ten papers (43.48%) that
employed these methods. The researchers typically focused
on conversation-related variables (seven papers, 30.43%),
such as speaking time and the number of speech interactions.
Motion capture (one paper, 4.35%) and heart rate (one
paper, 4.35%) were also measured. For qualitative methods,
we included interviews (eight papers, 34.78%), comments
(four papers, 17.39%), and recorded audio (three papers,
13.04%) and video (three papers, 13.04%). We summarized
our results in Table 7. Please note that we used ‘‘NS’’ to

indicate cases where a paper did not provide the relevant
information. Moreover, Figure 14 shows the distribution of
different qualitative methods used in evaluating ECAs in the
selected papers.

FIGURE 14. The distribution of the qualitative methods researchers used
to evaluate their ECAs.

V. DISCUSSION
In the following sections, we discuss our findings and address
the research questions.

A. RQ1: XR TECHNOLOGIES AND DEVICES
As seen in the distribution of XR technologies and devices
(see Figure 7 and Figure 8), our selected papers highlighted
a distinct preference for VR applications, predominantly
focusing on HMDs and CAVE system projections. This
trend has been significant, as it reflects the current focus
of development within the field of XR ECA research.
Building VR HMD applications has become increasingly
accessible and cost-effective. Game engines have supported
numerous toolkits, extensive libraries, and plugins that
simplify complex tasks, such as 3D modeling, physics, and
interaction design. They have created an environment where
researchers can efficiently build prototypes and mockups for
user testing and data collection within short development
cycles [62]. This accessibility has enabled iterative design
processes, allowing feedback to be quickly integrated and
enhancing the user experience.

Moreover, VR HMDs have facilitated a controlled setting
for experiments, ensuring consistent conditions for data
collection across studies, which has been crucial for the
validation and reproducibility of research findings. The
technological ease and experimental rigor have made VR
HMDs invaluable in human-agent interaction research.
Conversely, CAVE systems have provided a different immer-
sive experience through room-sized or 360-degree projec-
tions. Unlike HMDs, CAVE systems have not required users
to wear headsets, thereby reducing barriers to participation
and eliminating issues such as motion sickness. However,
CAVE systems have generally been more costly and have
required larger spaces dedicated to experiments, which has
limited their accessibility compared to HMDs [63].
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TABLE 6. The list of use case descriptions of our resulting papers.

B. RQ2: XR ECA APPLICATION FEATURES
Our analysis of dialogue structure showed that most studies
favored a task-oriented dialogue structure designed to
guide users toward specific goals or activities [44], [54].

These styles were goal-oriented, structured interactions
where the virtual agent prompted users with questions or
instructions, gathering task-relevant information to achieve
a clear outcome. This approach was practical in scenarios
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TABLE 7. The list of questionnaires, measurements, and qualitative methods reported in the resulting papers. NS denotes ‘‘not specified.’’

requiring clarity and precision, such as education and
training, where efficiency and task completion were pri-
oritized [64], [65], [66]. However, it often limits ECAs’
flexibility to support more fluid and natural exchanges.
Although less common, open-ended and therapeutic dialogue
structures offered dynamic interactions that held promise
for applications in mental health [59], [60]. Their ability
to handle user-driven dialogue marked a step toward more
engaging and context-sensitive ECAs, indicating a shift
toward richer and more personalized experiences.

In terms of conversational style, we observed that most
studies focused on a one-on-one conversation style. This
trend might have resulted from the simplicity of conducting
conditioned experiments under one-on-one human-agent
interaction, as it was more straightforward for researchers
to manage. Multi-party conversations require more complex
verbal and nonverbal cues, as explored in Pejsa et al.’s [42]
work. Nevertheless, with the ongoing advancement in
immersive environments, we anticipate an increase in future
XR studies that investigate multi-party conversational ECAs,
as they can more closely mimic real-world social interactions
and provide richer data in group settings.

Regarding rule-based and neural-based dialogue system
implementations, we observed an increase in neural-based
applications in 2023 and 2024. Rule-based systems func-
tioned well for predefined tasks, but found it challenging
to manage unstructured dialogue. Neural-based models,
conversely, provided a significant leap in generating
refined, context-aware responses. The results aligned with
Schobel et al.’s [8] five waves of the evolution of
conversational agents, where we are currently in the AI
wave. With the advancement of LLMs, more complex
and sophisticated dialogue systems have been developed
and utilized. These models leveraged vast amounts of
training data to generate responses that were not only
contextually relevant but also adaptive to the conversation
flow—something rule-based systems were not capable of.
Moreover, neural-based dialogue systems provide a more
dynamic conversational interaction with virtual agents,
making them more realistic and engaging for users.

The analysis of software platforms revealed a strong
preference for Unity, which was utilized in over half of
the studies reviewed. This trend reflected Unity’s popularity
in virtual reality research due to its powerful toolset and
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adaptability in handling complex 3D environments and AI-
driven interactions. At the same time, a significant portion
of the reviewed studies also showcased the development
of custom solutions tailored to specific research needs.
Custom-built platforms, such as the 3D video playback
player developed by Ochs et al. [43] and the VRASP
environment created byNguyen et al. [49], demonstrated how
bespoke systems could effectively address the limitations
of generic engines, enabling more sophisticated control
over agent behavior and user interactions. These platforms
were particularly impactful in scenarios that required precise
synchronization of verbal and nonverbal cues. Solutions like
the Memphis system and the SitePal API have played a
significant role in therapeutic and specialized applications,
indicating a trend toward creating purpose-built systems
closely aligned with the unique demands of mental health
and social interaction scenarios. This focus on customized
software suggested a growing need to tailor ECA designs
to specific contexts, maximizing the effectiveness of user
interactions. The contrast between using commercial game
engines and creating bespoke platforms reflected a strategic
approach in ECA development. Researchers have increas-
ingly balanced the strengths of established software with
the flexibility of custom-built solutions to enhance the real-
ism, adaptability, and interactivity of virtual environments.
This dual approach indicated the field’s focus on refining
user experiences through creative and practical software
solutions.

In terms of input/output modality, voice input was
preferred due to its natural alignment with real-time com-
munication [49], [59]. However, gaze tracking and gesture-
based inputs have been gaining importance, enabling more
immersive and expressive user interactions [44], [50]. These
multimodal input methods enhanced the interactivity of
virtual environments by allowing more subtle and sophisti-
cated exchanges, potentially enriching the user experience
and broadening the applications of XR ECAs. Text-to-
speech technology remained the most popular communica-
tion method, setting a high standard for vocal output [41].
When combined with facial expressions and gestures, these
outputs elevated the realism of interactions, making ECAs
more relatable and engaging [59]. The synchronization of
speech with nonverbal cues significantly enhanced emotional
resonance, which was vital for applications ranging from
social simulations to therapeutic settings. This multimodal
approach aligned well with creating ECAs that communicate
effectively and connect with users on a more anthropomor-
phic level.

In summary, task-oriented dialogue structures remained
the most prevalent, with open-ended and supportive
approaches playing specialized roles in specific applications.
The one-on-one conversational style was more dominant
than multi-party conversation, featuring simpler turn-taking
interactions. The transition from rule-based to neural-
based dialogue systems signified a significant step toward

more adaptive, contextually aware interactions, marking a
significant evolution in virtual agent design. We observed
a strong preference for Unity in the selected papers, while
a growing trend toward custom-built platforms emerged
to address specific research needs. Voice input remained
the primary modality, complemented by gaze and gesture
controls that enriched user engagement. Multimodal outputs,
including text-to-speech, gestures, and facial animations,
indicated a commitment to creating immersive and realistic
virtual experiences. These advancements reflected ongoing
efforts to develop ECAs that offered natural, engaging, and
human-like interactions.

C. RQ3: XR ECA ATTRIBUTES
Most studies employed human-like virtual agents in XR as
the embodiment method. For example, the ECA acted as a
virtual patient in Ochs et al.’s [45] and Guimarães et al.’s [48]
studies, which employed XR ECA as a suspect in interroga-
tion conversations. Additionally, we found that most studies
utilized female virtual agents in cases where the agents
were supportive and assistive, such as guides [56], [58],
information assistants [41], [54], or customer service agents
[53], [55]. This finding aligns with Zimmerman et al.’s [67]
finding, which suggests that people perceive female virtual
agents as more supportive.

Regarding the representation and scale of XR ECAs, our
results revealed that most studies used full-body and life-size
virtual character 3D models. This reflects our findings on use
cases, which indicated that researchers primarily employed
XRECAs in simulated scenarios. By using full-body, life-size
models, researchers aimed to create immersive and lifelike
experiences. Interestingly, all VR papers employed life-sized
ECAs, while the AR paper employed a miniature XR ECA.
Based on our findings in device categories and previous
studies [68], [69], we argued that the miniature ECA was
likely designed for smartphone applications.

In our analysis of the mobility of XR ECAs, we found
that most XR ECAs were stationary rather than mobile.
This design choice seemed to support conversations between
humans and XR ECAs. Specifically, all stationary XR
ECAs in our resulting papers were placed in front of users,
facilitating interactions. On the contrary, for mobile XR
ECAs, users sometimes had to approach the XR ECA to
communicate with it. The user-centered interaction design
helped explore the impacts of XR ECAs in terms of sensitive
psychological topics, such as autism spectrum disorders [44]
or paranoia [50].
Last, we observed a variety of expressions used by XR

ECAs, including gestures, lip-sync, facial expressions, eye
gaze, head orientation, and spatial orientation. Gesture and
lip-sync were the most commonly employed expressions
among the selected papers. Moreover, most papers used
at least two expressions, highlighting the importance of
thoughtfully designing XR ECAs.
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D. RQ4: XR ECA USE CASES
From our analysis of the resulting papers, we observe
that the most substantial application of XR ECAs was in
training and education. XR ECAs were used to simulate
real-world scenarios, enabling learners to practice without
real-world consequences. Applications included medical
students practicing diagnostic and communication skills
with virtual patients [43], [45], child protection workers
refining interview techniques [52], police officers enhancing
interrogation strategies [48], autistic children developing
social skills [44], users engaging in interview mockups [51],
and interactive learning experiences in domains such as
cooking [57] and programming [49]. These findings highlight
the potential of XR ECAs in promoting experiential learning
across various disciplines.

The second highest use of XR ECAs among the
resulting papers was in social conversations, particularly in
experimental settings where human interaction dynamics
are studied. Applications included exploring personality
perception in social dynamics [38], neurolinguistic behavior
in language processing [39], and nonverbal cues in group
conversations [42]. The integration of XR ECAs for social
experiments has provided researchers with flexible and
immersive environments to study complex human interac-
tions that would be difficult or unethical to replicate in real
life. Take Neyret et al.’s [70] study as an example, in which
investigating victim perspectives in harassment scenarios
would be ethically challenging to conduct with actual
participants.

The therapy and counseling use case was also the second
most common category. In these papers, XR ECAs offered
users a nonjudgmental, readily accessible, and confidential
support system. Theywere programmed to help users manage
anxiety, depression, and other mental health issues [40],
[50], [59]. Additionally, self-counseling through avatar
switching leveraged XR ECAs to enable perspective-taking
and self-reflection [46], a capability not possible in traditional
counseling.

In the information retrieval and assistance category,
we observed XR ECAs’ ability to converse and assist
through context-aware interactions. Applications included
a holographic weather forecaster [47], a virtual personal
assistant that optimizes email retrieval in various display
formats [41], and virtual librarians that facilitate efficient
knowledge navigation [54]. These use cases highlighted the
potential of XR ECAs in enhancing efficiency, accessibility,
and user engagement for digital assistance.

For use cases in museum tour guiding, XR ECAs
demonstrated their abilities to enrich visitor experiences by
offering personalized, multilingual guided tours. Applica-
tions included XR ECAs with LLM-powered navigation
features [58] and AR guides with expressive humanoid
avatars [56].

Similarly, XR ECAs in shopping and customer service
showed the potential to transform retail experiences by
providing product guidance, personalized recommendations,

and virtual customer support. Applications such as a
pharmacy shopping assistant [55] and a customer service
agent with realistic facial expressions [53] suggested that XR
ECAs could enhance convenience and engagement in virtual
commerce.

E. RQ5: RATINGS, MEASUREMENTS, AND QUALITATIVE
METHODS
Most of the studies in our resulting papers employed
questionnaires to explore the impacts of XR ECAs and
evaluate their XR system. Specifically, we identified four
categories of questionnaires: system evaluation, perception of
XR ECAs, user experiences, and psychological assessment.
The system evaluation included numerous variables, such as
usability [41], [47], [57], [58], technology acceptance [54],
and learning effects [52]. Specifically, the System Usability
Scale (SUS) [71] was employed to evaluate the usability
of the developed applications. Regarding the perception of
XR ECAs, researchers have investigated various variables,
such as attractiveness [42], [47], [56], trust [55], and
believability [48]. Most variables have been associated
with positive perceptions and have revealed an interest in
enhancing the user experience through XR ECAs. In the
same vein, we found that most questionnaires about user
experiences focused on aspects such as presence [36], [38],
[39], [41], [52], [54], social presence [45], [46], and quality
of experience [51], [52]. The Igroup Presence Questionnaire
(IPQ) [72] has been primarily used to assess presence. Lastly,
psychological assessments have mainly focused on anxiety
or depression [38], [46], [50], [60]. Specifically, these assess-
ments have incorporated various standardized questionnaires,
including the Automatic Thoughts Questionnaire (ATQ) [73],
the Depression Anxiety Stress Scales (DASS) [74], and the
State-Trait Anxiety Inventory (STAI) [75].
Less than half of the selected papers collected quantitative

measurements, focusing on conversation-related variables.
Specifically, Gan et al. [56] measured interaction duration
and the number of speech interactions, interpreting these
variables as indicators of users’ behavioral engagement. Also,
Llanes-Jurado et al. [60] measured the level of dominance in a
conversation by comparing the number of sentences between
human participants and XR ECAs. Furthermore, researchers
employedmotion capture [43] to analyze nonverbal behaviors
and heart rate [40] to assess participants’ anxiety levels.
Regarding qualitative methods, researchers conducted
semi-structured interviews and collected comments and
feedback at the end of participants’ experiences. The authors
provided questions about participants’ perceptions of their
interactions, the system’s utility, the ECA’s appearance,
behavior, body language, and trustworthiness, as well as
which aspects they preferred and why. The analysis included
self-coded categories or thematic analysis for an in-depth
understanding of participants’ comments. Other analyses
involved word frequency [45] and positive versus negative
ratings [55].
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F. IMPLICATIONS
1) TRENDS IN COMMON TECHNOLOGIES
The current trends in XR ECA applications demonstrate a
distinct preference for XR technologies, particularly those
utilizing VR HMDs and CAVE systems, which reflect
their ability to provide a more immersive and situated
environment. Game engines, such as Unity and Unreal
Engine, are the dominant approach for developing such
applications, offering a rich toolkit for 3D creation and
interactive design. Additionally, the growing integration of
LLMs has allowedmore adaptive and dynamic conversational
systems, shifting rule-based dialogue systems to neural-based
ones. The increasing use of multimodal inputs, such as
voice, gaze, and gestures, and outputs, such as text-to-speech,
facial expressions, and spatial orientation, further enriches
user engagement by creating richer and more responsive
interactions.

2) GUIDELINES ON ECA DESIGN
Designing effective ECAs requires attention to several key
factors, including the agent’s persona, gender, and role. The
gender of virtual agents often aligns with their functional
roles, with a preference for female agents in supportive
positions, such as guides or assistants [67]. Additionally,
the choice of agent persona may also impact the ECA’s
trustworthiness. An agent’s expertise should align with the
application’s use cases to avoid a sense of eeriness [76].
In terms of modalities, the design of ECAs should leverage
non-verbal communication features, such as gestures, facial
expressions, and gaze, which significantly contribute to
creating life-like interactions and enhancing the overall
experience.

3) GUIDELINES FOR CONDUCTING ECA-RELATED USER
RESEARCH
To evaluate ECAs effectively, researchers should adopt a
comprehensive approach to data collection and analysis. The
most common measurements include usability scales, such
as the SUS, and presence measures, like the IPQ. Studies
often measure user perceptions of agent attractiveness [42],
[47], [56]. Interviews and participant comments further help
to uncover user experiences and provide context for the
quantitative findings, ensuring a well-rounded evaluation of
the ECA’s impact.

VI. LIMITATIONS
Our study encountered several limitations that should be
taken into consideration. While these limitations do not
undermine the validity of our findings, they frame how
the results should be interpreted and offer directions for
future research. The selected 23 papers represented a wide
diversity of XRECA applications. Nevertheless, our selection
criterion, while rigorous, may provide selection biases as
our research limitation. One significant limitation was the
scope of the literature reviewed. We primarily focused on

peer-reviewed journals and conference papers. As a result,
it may only capture part of the rapidly evolving landscape
of ECA and XR research. Given the vast amount of available
literature and the continuous emergence of new studies, some
relevant and recent contributions, including book chapters,
technical reports, dissertation theses, and industry reports,
were excluded, even though they could have been influential
to the field.

Another limitation pertained to the screening criteria
employed. In our designed query, we utilized ‘‘reality’’
instead of all related terms such as ‘‘virtual reality,’’ ‘‘aug-
mented reality,’’ and ‘‘extended reality,’’ due to limitations
on the number of Boolean operators in IEEE Xplore and Sci-
enceDirect. We opted for ‘‘reality’’ as it broadly encompasses
these terms. This limitation of our selection methodology
may result in the omission of relevant studies. Additionally,
we applied a stringent criterion to exclude publications
with an ACR below 1.5. This approach has generally
been considered reliable for filtering higher-quality, relevant
research. However, it may have excluded pertinent studies
within the domain of XR ECAs that were highly relevant to
the review but had lower citation rates due to their niche focus
areas [77], [78], [79]. Furthermore, the criterion requiring
publications to exceed five pages was intended to ensure that
the research provided sufficient detail in its implementation
and experimental procedures. However, this may have
inadvertently omitted shorter reports or conference abstracts
that, while concise, contained valuable insights [80], [81].

Additional criteria, such as a focus on turn-taking
conversational interactions or XR implementations without
traditional screen displays, further narrowed the scope of the
papers. A few excluded studies were designed in what André
and Pelachaud [22] referred to as TV-style communication,
where no turn-taking interactions were required between
users and the agents. Most of these were in the domain
of museum and virtual tour guides [82], [83], while a few
were pedagogical agents [84], [85]. Others included avatar
embodiment for social experiments [41], [70]. Although
these studies provided insightful results regarding the imple-
mentation pipeline and design guidelines for communicative
XR ECAs, the human-agent interaction model did not fit
Cassell et al.’s [11] definition of ECAs. We excluded XR
applications where agents were displayed on screen-based
systems with multimodal sensory capabilities, such as a
desktop setup with a Kinect sensor [86], [87] or an immersive
CAVE system where the ECA was displayed on smaller
screens [88]. Even though some consider these systems XR
in a broad sense, we did not include them in our screening.
We only included screen-based XR applications when they
were implemented on mobile devices to avoid ambiguous
filtering.

Among the selected papers, we did not find an emphasis on
privacy restrictions or ethical considerations in the design of
XR ECAs. Nevertheless, this should be an essential area for
future exploration in the progression of XR ECAs. Moreover,
hardware limitations such as motion sickness, restricted field
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of view, and limited support for device mobility are also
areas that hinder widespread adoption of XR ECAs and could
be investigated in future research. In addition, we aimed to
provide pointers to the existing source code of the selected
papers as a foundation for future development. However,
among the 23 selected papers, only two [49], [60] provided
open-source code, which limits the reproducibility of the
results and the potential for further development or validation
by the research community.

Our methodology aimed to narrow the scope of the
target research and provide insight into the current state
of XR ECAs by focusing on high-impact studies that
demonstrated the implementation of technology and user
evaluation. However, these limitations restricted the review’s
comprehensiveness and may not have fully addressed all
contributions that could further benefit the development and
design of XR ECAs. In future research, these limitations
should be considered to expand the inclusion criteria and
cover a broader range of studies.

VII. CONCLUSION
This review highlighted a significant shift in focus from
traditional CA applications to more immersive settings for
ECAs.We identified a current research gap at the intersection
of conversational human-agent interaction and embodied
agents in XR. Our systematic review employed the PRISMA
framework to analyze the results of XR technologies and
devices, including application features, agent attributes,
use cases, and evaluation methods. Looking ahead, as the
capabilities of immersive and AI technologies continue to
advance, more sophisticated and human-like ECAs will be
introduced to enhance user engagement and effectiveness
in various XR applications. Our work shed light on current
trends and explorations of XR ECAs, offering insights that
can guide future research in this dynamic field.
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